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Efficiency of data 
centric computing

Presented by Steven Yuan 
Founder & CEO of StorageX.ai



2 | © SNIA. All Rights Reserved. 

Outline

 ‘Big and Fast’ Data Challenges
 Emergent Abilities of Large Language Models

Optimize compute? Need to optimize data movements first
Where Different Compute Resources Fit?
 Dumbbell effect
 Disaggregated systems 

Smart Data Lake
Conclusion
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’Big and Fast’ Data Demands New Compute + Storage Architecture 

2022 data in every minute

• Google: 5.9M searches

• YouTube: 500 hours of video upload

• Steaming Video: 1M hours

• Facebook: 1.7M of content shared

• Zoom: 105K hours of meeting

>  20% real time data， connects > 75% global 
population

The mount of analyzed data grow 
more than 100X

> 60% data from enterprise
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Model size: 
In the past, 2X per year (about same as Moore’s law)   Now, 10X every year 

Large models grows faster
Balance of Compute & Data are becoming more predominant issue 

ChatGPT: 175B parameters



5 | © SNIA. All Rights Reserved. 

Emergent Abilities of Large Language Models

• Compute, Data, and Neural Networks. As hardware 
improved, it became possible to train neural networks 
that were very deep for the first time. 

• Better compute enabled bigger models trained for 
longer, and better storage enabled learning from 
more data;

• “Scaling unlocks emergent abilities in language 
models,” Google researcher said a LLM technique 
called chain-of-thought (COT) prompting will bend the 
performance curve upward.

• While model size is over 100B, we’re seeing 
unexpected “emergent” capabilities coming out of 
their super-sized language models that is not 
presented in smaller models.
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Optimize compute? Need to optimize data movements first

Non-Volatile
Volatile

3D Xpoint, ReRAM, PCM etc

Large scale of data@ PB & EB level, 
perfect area for data analytics 

Capacity

Actual consumption of compute power only occupy small % of total energy consumed
0.03 – 0.9pJ of 70pJ  0.04% to 1.3%

Data Hierarchy 
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• Near Data Processing
• Data Acceleration 
• Federated data processing 
• AI/ML near the data

Computational Storage
(CS) 

Compute Node 
• CPU
• GPU

• 100Gb/s -> 200Gb/s -> 400Gb/s
• Infrastructure
• Networking
• Security
• Orchestration

In-network Computing
， IPU/Smart NIC，

Latency is critical!

Where the Different Compute Resources Fit?

Small but Fast Data Big Data but Need of Speed
Compute Intensive 

Workload
Data Intensive 

Workload
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Moving Compute -> Return Results
Lower Traffic

Lower Latency

Moving Data 
Heavy Traffic
Long Latency

The ‘Dumbbell effect’ causing high compute cost
Data Centric Computing is a key solution

NetworkCPU/GPU Network

Storage

𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑪𝑪𝑬𝑬𝑬𝑬𝑬𝑬 ∝
𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 𝑷𝑷𝑪𝑪𝑷𝑷𝑪𝑪𝑷𝑷 ∗ 𝑫𝑫𝑫𝑫𝑪𝑪𝑫𝑫 𝑨𝑨𝑬𝑬𝑬𝑬 ∗ ⁄𝑰𝑰 𝑶𝑶 𝑩𝑩𝑩𝑩
𝑫𝑫𝑫𝑫𝑪𝑪𝑫𝑫 𝑽𝑽𝑪𝑪𝑽𝑽𝑪𝑪𝑪𝑪𝑪𝑪 ∗ 𝑴𝑴𝑪𝑪𝑴𝑴𝑬𝑬𝑬𝑬𝑴𝑴 𝑫𝑫𝑬𝑬𝑫𝑫𝑪𝑪𝑫𝑫𝑬𝑬𝑬𝑬𝑪𝑪
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Moving result instead of data

CPU/GPU

Network

Von Neumann’s Architecture requires 
large amount of data movements 

high cost of network bandwidth, time & power consumption. 

Data Lake, Network, CPU, GPU 
– Mismatched Throughput

Data
Lake

Network Data
Lake

Streamlined Throughput

Latency is critical!

Compute near the data 
Reduces data movements, latency & 

TCO drastically 
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CPU GPU
DDR
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SSD

Applications
Mem/Storage
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Direct Attached System

Yesterday
Compute Centric

Data center is moving to disaggregated systems 

CPU

NIC/DPU

Applications
Applications

Network

General Compute
CPU

CPU CPU
GPU

NIC/DPU

AI/ML
AI/ML

Network

GPU Acceleration
GPU

GPU GPU

CSP

SSD

Near Data Compute
AI/ML, Data, I/O Accel

Storage
Smart Data Lake
SSD
SSD SSD

Network

CSP

SSD

Near Data Compute
AI/ML, Data, I/O Accel

Storage
Smart Data Lake
SSD
SSD SSD

Gateway

Gateway

Disaggregated System

Today  Future
Data Centric

Infrastructure Services

Infrastructure Services

Move Results

- Compute near the data for lower latency， - Overcomes data gravity，
- Distributed Computing， - Ready for real time analytics，
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Edge Edge Cloud Hyperscale

• Compute Near Data
• Data Acceleration

• Real Time Analytics
• Flexible Applications 

Usages:

Web 
Ranking

Image 
Detection   

Text to 
Speech

Fraud 
Detection

Transforming Storage Rack to 
Data Service Stack

Smart Data Lake
Applications
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Market Size forecast 2026
Source: Global Market Insights/Research and Markets

$125B  
SSD Market

$65B  
Datacenter Accelerator

CAGR 36.7%

Data Centric Computing: Storage  + Compute
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Conclusion

Data centric computing is very important for data intensive workload 
 Overcomes data gravity 

Moving computation closer to data is more efficient than transferring 
large amounts of data
 Federated data processing allows for better system efficiency
 Reduced network traffic, less data movements, less time consumed
 Lower latency
 Improved total cost of ownership (TCO).

Helps tackle the coexistence of ‘Big and Fast’ data challenges.
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Thank You!
Please take a moment to rate this session. 

Your feedback is important to us.
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