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TRENDFOCUS

Historical Enterprise PCle SSD

Exabytes By Form-Factor
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WM.2 | 4183 | 4342 | 2,651 | 2903 | 4.582 | 4.744 | 4.175 | 4.880 | 6.158 | 10.24 | 8.902 | 1.724
WU2 | 9662 | 9588 | 93 |11.994 | 12.85 | 18.060 | 15.014 | 15.346 | 20.170 | 12.527 | 10.372 | 7.505
WELS 1.812 | 1.480 | 2.220 | 1.961 | 1.468
mELL 1.290 | 1.610 | 1.910 | 2.297 | 2.857
WmOther| 1.389 | 1.182 | 1.242 | 0.604 | 0.725 | 124 | 1.507 | 0.037 | —— 0.092

*Prior to CQ1 22, the E1.S and E1.L form factors were included in the 'Other’ category.
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TRENDFOCUS

PCle Exabytes by Form Factor
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Trent Johnson
IBM
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IBM Flash Systems

Enterprise QLC storage
Compression at speed
Encryption at speed
RAID assists

Flash Systems 9500

= | Uz sl = NVMe SSD
Flash Systems 5200
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Benefits of EDSFF for IBM Flash Systems

- Greater drive power envelope allows for more flexible design

*  More efficient use of space allows greater enclosure density
Fewer lane connections enabled by PCle 5

* Increased switch bandwidth enabled by PCle 5

«  Simpler connector

«  Slots are useful for more than just SSDs

* Increased adoption of E3 is driving volumes from U.2 to E3

Future

-
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The Layout of Today’s IBM FlashCore™ Module

NAND Flash Controller/Logic MRAM Bottom Side NAND Flash

Top Side
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DRAM Capacitors for Power Loss
U.2 Connector
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FlashCore™ Module E3.L Floor Planning Concept

NAND Array
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Paul Kaler

Hewlett Packard Enterprise
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HPE 1U ProLiant Server EDSFF E3.S Adoption

HPE ProLiant DL320 Gen1ll
1U, 1P

Up to 8 EDSFF E3.S or 4 E3.S 2T NVMe PCle Gen5 SSDs

Software Defined Compute, Data Collection and
Management, Cold Storage workloads requiring a
cost optimized, compact form factor
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HPE ProLiant DL360 Genll
1U, 2P

Up to 20 EDSFF E3.S or 10 E3.S 2T NVMe PCle Gen5 SSDs

Compute-dense solution for high-performance
workloads such as VDI, EDA, CAD, or virtualization
workloads that require increased compute density with
built-in security and flexibility
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HPE 1U ProLiant Server EDSFF E3.S Adoption

HPE ProLiant DL325 Genll
1U, 1P

Up to 20 EDSFF E3.S or 10 E3.S 2T NVMe PCle Gen5 SSDs

Software Defined Compute, Data Collection and
Management, CDN, VDI, and Cold Storage workloads
requiring a cost optimized, high density, compact form
factor
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HPE ProLiant DL365 Genll
1U, 2P

Up to 20 EDSFF E3.S or 10 E3.S 2T NVMe PCle Gen5 SSDs

Compute-dense solution for high-performance
workloads such as VDI, EDA, CAD, or virtualization
workloads that require increased compute density with
built-in security and flexibility
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HPE ProLiant DL380 Gen1l1l HPE ProLiant DL380a Genll
2U, 2P 2U, 2P

Up to 36 EDSFF E3.S or 18 E3.S 2T NVMe PCle Gen5 SSDs Up to 8 EDSFF E3.S or 4 E3.S 2T NVMe PCle Gen5 SSDs

Performance, expandability, and scalability for diverse 4DW GPUs in a 2U2P ProLiant DL design for emerging
workloads and environments, e.g., Collaborative, CRM, Al workloads, e.g., Al Training & Inference, MCAD,
SCM, ERM, Data & Analytics, Al, VDI, and Content Mgmt HPC, and Engineering Apps
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HPE ProLiant DL345 Genll HPE ProLiant DL385 Genll
2U, 1P 2U, 2P

Up to 36 EDSFF E3.S or 18 E3.S 2T NVMe PCle Gen5 SSDs  Up to 36 EDSFF E3.S or 18 E3.S 2T NVMe PCle Gen5 SSDs

Data-intensive workloads such as software-defined Compute and data storage demanding workloads
storage, video transcoding, and virtualized apps requiring increased core count, and storage and 1/0
scalability, e.g., Al, ML, Big Data analytics
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HPE Alletra 411C HPE Alletra 412(C

1U, 2P all-NVMe data storage server 2U, 2P hybrid-NVMe data storage server

20 EDSFF E3.S NVMe PCle Gen5 SSDs 12 EDSFF E3.S NVMe PCle Gen5 SSDs (rear mount)

For the most performance-demanding data For the broadest range of data
storage-centric workloads: storage-centric workloads including:

Data stores for machine learning * analytics data lakes
Distributed and NoSQL databases * general purpose Software-Defined Storage (SDS)

High-performance Software-Defined Storage (SDS) converged data protection

Data-heavy hyperconverged infrastructure (HCl) active archives
and many more!
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Bill Lynn

AMD

17 | ©2023 SNIA. All Rights Reserved.



Traditional Single Socket Server Architecture
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DC-MHS Implementation with full width HPM

CPU & Memory —

— |/O & Power

— Storage
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Memory is Everywhere

PCle/CXL

Memory Memory Memory

Compute Compute Compute

SSD SSD Accelerator
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- Family of four device form factors with a common width that
vary in length and width.

- Primarily targeted as a replacement for 2.5” and 3.5” drive
form factors.

- Based on the SFF-TA-1002 connector providing support for
PCle Gen 5 and Gen 6.

- Supports various PCle link widths including x1, x2, x4, x8,
and x16

- Expanded use cases include CXL memory, low end
accelerators, and network adapters

112.75mm
112.75mm
142.2mm

142.2mm
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Jonmichael Hands
Chia Networks
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SSD EDSFF Ecosystem — Drive Vendors
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Modular Technologies
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EDSFF Market Adoption

EDSFF Exabytes 2022
16
14
12
10
6
4
2
0
2021 2022
mELL WELS m25 mM.2 ®mModule =DIMM mE1.L ®=mE1lS mRack/Cabinet

Source: IDC Worldwide Quarterly SSD Shipment Results, CY 4Q22 Doc #US49401423, February 2023
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EDSFF Server and Storage $56.221E-NE3 24

ASG-11155-NE316R

24x Hot-swap EDSFF short (E1.S) 9.5 or 15mm NVMe slots
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EDSFF Specification Update

8. PCle Electrical Requirements

In general, EDSFF devices are expected to follow requirements as specified in both the APCI Express Base
Specification and the PCI Express Card Electromechanical Specification. This chapter provides device requirements
that deviate from the PCI Express Card Electromechanical Specification. For details on the connector electricals,

= E3, SFF-TA-1008

please refer to SFF-TA-1002 Card Edge multilane protocol agnostic connector specification.

Host | "
» 2.03: Support for 4C+ (OCP NIC), and 2x1C, = === i
added new use cases (CXL), label T e

positioning, LED definition (power/activity &
fault/identify)

» 2.04: Clarify “sustained” max power

Figure 8-1. EDSFF Electrical Requirements Coverage

8.1 Signal Integrity Requirements

Table 8-1 summarizes the signal integrity requirements for the device. Additional explanation is provided in the
subsequent sections. All measurements are referenced to an 85 Q differential impedance.

Table 8-1. Summary of Signal Integrity Requirements

Line Rate Insertion Loss (IL) Return Loss (RL) Zﬁzvsirt;wpgﬁ:x%? ggz:{:: Rg;;&;
PCle 4.0 s5dB < -40 dB (0 to 8 GHz)

u . (8-GH= (F= 008 GHz) < -40 dB (0 to 12 GHz) <-48 + 1.0*fdB

— -— NRZ16.0 GT/s) = (f = 8 to 12 GHz)

L] L] L] S 02-045*FdB <-10dB (< 4 GHz)

PCle 5.0 "= 010 16 GHa) <-7dB(4t024GHz) | =<-45dB(0to16GHz) | <-36dB (0 to 16 GHz)

(32.0 GT/st6- >_5 - 0.75 * f dB <-55+0.625 *f dB <-44+05*fdB

- ' ' GHENRZ) (F = 16 to 24 GHy) (f = 16 to 24 GHz) (f = 16 to 24 GHz)
e s\J _— <-60dB (0to 16 GHz) | <-50dB (0 to 16 GHz)
PCle 6.0 (f=0to 16 GHz) <-15dB (< 1.25 GHz) — 70 + 0.625 * f dB — 60 + 0.625 * f dB

(64.0 GT/s) >6-075*fdB <-10dB (1.25 to 24 GHz) _(f - 16 t(.) 24 GHz) _(f - 16 t(.z 24 GHz)

(f = 16 to 24 GHz) — —

» USB 2.0 and NIC signals, LED stuff
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CXL Memory Modules (CMMs) — new standard

JEDEC

« EDSFF form factors are also now leveraged for main memory
STANDARD

expansion with CXL interface

« In fact, JEDEC has recently published the first CXL Memory Module
Specification (CMM) with significant industry support: JESD317 Compute Express Link (CXL™)

Memory Module Reference Base
« Standard CMM targets specified: E1.S x8, E3.S 2T x8, E3.S 1T

Standard

JESD317

March 2023

E3.S

JEDEC SOLID STATE TECHNOLOGY ASSOCIATION

Jedee.

Specification available now for download: https://www.jedec.org/system/files/docs/JESD317.pdf ﬂl PR



https://www.jedec.org/system/files/docs/JESD317.pdf

CXL Memory Modules

Enable memory expansion physically removed from
CPU or even outside of host system

Can leverage the same EDSFF slots for CXL in
system as used for PCle-attached NVMe drives

High memory
bandwidth

Up to 790 GB/s total’

Low latency?

Micron CXL
memory module

Ultrahigh
memory

L capacity
e “ﬁ-_é
G, Up to 3.2 TB total’

\/‘-)/
e

' Memory capacity and bandwidth values based on AMD'’s next-generation SP5 high-end
platform that offers 1P and 2P support, 12-channel DDR5 memory and 64 CXL V1.1+ lanes
It ingle NUMA hop
* Micron internal testing results based on CXL evaluation platform and emulation
@ 2023 Micron Technology, Inc. Micron, the Micren o

on © ogo, the M orbit logo, Intelligence Accelerated™, and other Micron trademarks
are the property of Micron Technelogy, Inc. All other trademarks are tt 5

ne property of their respective owners.

Emerging
data center
application
workloads

Micron CXL memory
expansion is ideal
for data-intensive
applications

High-performance
computing

=

In-memory database

-~
oo ||

Business analytics

(—_—
)

Virtualized platforms

EENEHLS
of Micron
CXL memory

Increase

performance

Achieve up to 40%
faster execution times

Boost
utilization

Balance memory
bandwidth to CPU cores

Optimize
allocation

Scale up memory without
overprovisioning

AMcron
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EDSFF form factors and beyond

« The ecosystem for EDSFF has grown so significantly with E1 and E3 devices, further leverage is
also being explored in industry.

« Most recent is work in SNIA SFF on new SFF-TA-1034 module: Pluggable Multi-purpose Module

« Could be leveraged for many different applications

« EDSFF-compatible connector
» Supports up to 32 lanes of PCle/CXL
» High power support (400W+)

Targeting ~38-39mm height max
and 16.8mm, fits in 1U rack space

ﬂlcron“
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Panelists and Discussion Topics

= General updates, use cases and product availability (65 minutes)
= Moderator — Cameron T Brett

= Panelists
= Don Jeanette, VP, Trend Focus
» Jonmichael Hands, VP of Storage, Chia Networks
= Trent Johnson, SSD Hardware Architect, IBM
» Paul Kaler, Future Storage Architect, HPE
= Bill Lynn, AMD

= ~8 mins per panelist (3-4 slides), with 25 mins of topic discussion
= Interactive with questions from audience

A
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Narrative / Flow of Session / Slide Content (your own template)

= Cam welcomes and introduces the panelists
» States the panelist will provide updates, insights and new product info
* |Interactive discussion, so questions can be asked during presentations

= Don provides the latest on SSD market data and growth of EDSFF

= Comments on adoption and replacement of older technologies

= Trent Johnson — why did IBM choose to develop EDSFF SSDs?

= What is IBM’s product and use case?

= Paul Kaler — Newest platforms supporting EDSFF, E3 only?
= Why the transition supporting PCle 5.0 and beyond for EDSFF?

= Jonmichael — SSD, spec and use case updates (from last webinar)
= Bill Lynn — What is AMD doing with E3.S and CXL

A
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Panel Discussion Topics

= Question 1 — Geared to Don and market
* How is the E3 and E1 adoption affecting

= Question 2 — Geared to Paul and Trent on OEM applications
= Why E3 for server and storage use cases? And why tie it to PCle 5.0

= Question 3 — Geared to JM on SSD trends

» How is overall SSD adoption by vendors?
» Cam can comment on KIOXIA SSDs

= Question 4 — Geared to Bill/CXL
» What makes E3.S a good fit for CXL and what other devices are a good fit?

= Question 5 — What features/capabilities would you like to see come
next for EDSFF?

A
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Panel Discussion Topics

= Add your own questions/topics you'd like me to ask
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