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Accelerate Disaggregated Storage 
to Optimize Data-Intensive 
Workloads

A SNIA Webcast Panel

Moderated by Tim Lustig, SNIA CMSI/NVIDIA

Panelists: Kfir Wolfson, Pliops and John F. Kim, NVIDIA
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SNIA Legal Notice
▪ The material contained in this presentation is copyrighted by the SNIA unless otherwise noted.  

▪ Member companies and individual members may use this material in presentations and literature 
under the following conditions:

▪ Any slide or slides used must be reproduced in their entirety without modification

▪ The SNIA must be acknowledged as the source of any material used in the body of any document containing material from 
these presentations.

▪ This presentation is a project of the SNIA.

▪ Neither the author nor the presenter is an attorney and nothing in this presentation is intended to be or 
should be construed as legal advice or an opinion of counsel. If you need legal advice or a legal 
opinion, please contact your attorney.

▪ The information presented herein represents the author's opinion and current understanding of the 
relevant issues involved. The author, the presenter, and the SNIA do not assume any responsibility or 
liability for damages arising out of any reliance on or use of this information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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SNIA-At-A-Glance
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What Does SNIA Do?
▪ SNIA is a non-profit global organization 

dedicated to developing standards and 
education programs to advance storage 
and information technology.

Who is CMSI?
▪ Part of SNIA, the SNIA Compute, Memory, 

and Storage Initiative – CMSI - is a 
community of storage professionals and 
technical experts who support:

▪ The industry drive to combine processing with 
memory and storage, 

▪ The creation of new compute architectures and 
software to analyze and exploit the explosion of 
data creation over the next decade.

▪ CMSI’s three Special Interest Groups –
Computational Storage, Persistent 
Memory, and Solid State Drives –
evangelize and educate on these 
technologies to the industry

snia.org/cmsi
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Agenda

▪Background on Disaggregation

▪DPU Benefit for Disaggregation

▪Modern Storage challenges and requirements

▪Roadmap to Disaggregated Architecture

▪ Today: Storage Data Processor– Block and KV API

▪ Tomorrow: Full Disaggregation with DPU and Storage Data Processor

▪Use Cases

▪Key Takeaways
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Local Storage

▪Easy to buy and set up, but…

▪Hard to share, inefficient 

▪Difficult to protect

▪Hard to manage at scale

Traditional SAN/NAS

▪Easy to share/protect, but…

▪Potentially expensive

▪Overworked controllers

▪Networking limitations

Challenges with Traditional Storage Scale-Out
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Benefits of Disaggregating Storage

▪Disaggregating: Separate the components
▪ Typically, separate storage and compute

▪ Scale each independently

▪Benefits 
▪ Balanced resources and better performance

▪ Separate server admin from cloud infrastructure 
admin

▪ Stronger security isolation

Converged Design
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Memory

GPU
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What is a DPU and How Can it Benefit Storage?

▪Data Processing Unit 
▪ SmartNIC + programmable cores

▪ Computer in front of the computer

▪Offloads infrastructure tasks
▪ Networking, security, remote management

▪ Frees server CPU to run applications

▪ May run storage software on cores

▪ Can reduce cost of storage servers

▪Additional security isolation

▪Example: AWS Nitro 

NVIDIA BlueField-2, one example of a DPU



10 | ©2021 Storage Networking Association. All Rights Reserved.

Illustrating DPU Benefits

Software Defined 
Infrastructure on CPU 

Software Defined, Hardware-
Accelerated Infrastructure on DPU Hardware Appliances

Management Storage

Security Networking
Standard NIC

SDN

SDS

Software-def. Security

Infrastructure Mgmt.

Basic Network Acceleration Engines

DPU Network Offloads, Programmable 

Cores, and Accelerators

SDN

SDS

Software-def. Security

Infrastructure Mgmt.

Acceleration Engines
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Current Compute / Storage Architecture
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Computational Storage Architecture
Move Compute Closer to Storage
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API definitions here

CSD=Computational Storage Drive

Computational Storage Architecture

Source: SNIA Computational Storage Architecture and Programming Model

https://www.snia.org/sites/default/files/technical_work/PublicReview/SNIA-Computational-Storage-Architecture-and-Programming-Model-0.8R0-2021.06.09.pdf
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Imbalanced 

Server 

Architectures

Challenges with Broad SSD Adoption
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Today’s SDP benefits

Performance 2x-15x, 40x

Capacity Up to 6x

Reliability RAID5 2x > RAID 0

Endurance TLC, QLC, ZNS
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Why KV API?

Key-
Value

NoSQL
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Storage Stack Inefficiencies

Data Amplification
• Write – up to 40x

• Read – up to 100x

• Space – 2x-6x

High CPU Consumption
• 30% - 80%

Unstable Performance

KV API

Applications

Storage Engine

File System / Block Device

BlueStore/
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Storage Data Processor Architecture

Storage Stack with Acceleration

Applications

Thin KV Layer

Storage Data Processor

KV API

Applications

Storage Engine

File System / Block Device

BlueStore/

KV API
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High Performance Disaggregation with KV

KV API

Storage Engine

Applications

BlueStore/
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Storage Data Processor
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Distributed SDS

▪ i.e. Ceph or shared filesystem

▪Replace BlueStore engine

▪Efficiency, scale, security

Used in cloud, HPC

Databases

▪ i.e. MongoDB, MySQL, MariaDB

▪Replace RocksDB/InnoDB

▪Speed, endurance, cost

Used in cloud, web, analytics

Use Cases for  SDP + DPU
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Data Analysis

▪ Large volumes of data

▪Distributed queries
▪ Efficiency, endurance

▪ Improve isolation, security

Future

▪CS does queries

▪ Fast object storage on flash

Use Cases for SDP + DPU, continued…
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Key Takeaways

▪CPU Power has not kept up with storage performance/capacity
▪ Traditional storage architecture hits limits

▪ Need to disaggregate tasks

▪New solutions: Storage Data Processor and Data Processing Unit
▪ Offload storage processing to dedicated hardware—SDP 

▪ Offload networking, security and telemetry to dedicated hardware—DPU 

▪ Improves efficiency, scale, isolation, cost
▪ In future can increase capacity, endurance, performance

▪Recommendation: Evaluate SDP and DPU for storage disaggregation
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Thanks for Watching Our Webcast

• Please rate this webcast and provide us with 

feedback

▪ A link to this webcast and the PDF of the slides are 

posted to the SNIA Compute Memory and Storage 

Initiative website at 

https://www.snia.org/forums/cmsi/knowledge/articles

-presentations

• You can also find this webcast and many other 

videos and presentations on today’s topics in the 

SNIA Educational Library

• A Q&A from this webcast will be posted to the SNIA 

Compute, Memory, and Storage Blog 

Check out our blog:  sniacmsiblog.org

https://www.snia.org/forums/cmsi/knowledge/articles-presentations
http://www.snia.org/educational-library
https://sniasssiblog.org/
https://sniacmsiblog.org/
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Where To Find Out More About 
Compute, Memory, & Storage

• Website resources

• www.snia.org/CMSI

▪ Twitter 

• @SNIAComputeMemoryStorage 

• Blog

• SNIA CMSI Blog

• Videos
https://www.youtube.com/user/SNIAVideo/playlists

• Educational materials

• https://www.snia.org/educational-library

• Joining SNIA and the Compute, Memory, and Storage Initiative

• https://www.snia.org/member_com/join-SNIA

http://www.snia.org/CMSI
https://twitter.com/sniasolidstate?lang=en
http://www.sniacmsiblog.org/
https://www.youtube.com/user/SNIAVideo/playlists
https://www.snia.org/educational-library
https://www.snia.org/member_com/join-SNIA
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