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HPOS with Computational SSD Acceleration
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#¥hadocp®  presto PyTorch

(HPOS) "

v

S3 Services (ex: S3 SELECT)
Use Cases )
Large scale real time analytics - Smart Tagged and )
City, Smart Home, eHealth, IoT, Partitioned Data Samsung KV Storage API/Lib (KV SELECT)

Images, Video Analytics, Security

) . NVMe-oF NVMe-oF Standard w/ KV
HPOS Target @ roma/Tcp Extensions

Benefits

Faster queries ~

Computational

Lesser network traffic Storage NVMe-oF Target I/O NVMe-oF Mgmt
(AR N
- D) . Network
Lower TCO due to reduced CPU and T | | KV SELECT Filter Management
Target Datapath Framework Agent

network traffic = CS API & XRT

Accelerator

NVMe-oF Network Stack

User NVMe Driver

STORAGE DEVELOPER CONFERENCE

-
2| ©2022 Storage Networking Industry Association. All Rights Reserved. s n Ms “ N G - 22




Efficient & Accelerated Analytics Solutions
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End-to-End S3 Select with HPOS

AWS-SDK BOTO
Client

S3 Client App

Open source High Performance KV Storage
KV_Select() path
libnkv Library
KV Library
KV-NVMe Driver

HPOS SW

KV - of Target

KV to Block orchestrator for Put()/Get()

Orchestrator

Smart SSD API

NVMe Driver Computational SSD
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Near data processing for S3_Select

Client running AWS-S3 BOTO

package

Customer’s Sample Dataset

Index Year DayOfYear Precipitation
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BOTO package
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tMax

-26.6808
-27.0202
-28.0491
-26.2893
-25.1941
-23.5173
-23.8696
-24.4267

tMin

-29.7293
-30.9575
-31.0459
-29.3781
-27.9265
-27.2431
-29.4691
-29.0663
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AWS Baseline

S3_Select query

S3 Select response ,
S3_Select Object Store

evaluation

S3_Select Query (‘Select COUNT(*) FROM S30bject s WHERE dayofyear < 55°);

HPOS Setup (OnPrem)

= | ' -
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Accelerator

S3_Select query

S3_Select response HPOS server

Object store

S3_Select
evaluation
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HPOS S3_Select Drag Race Demo
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AWS S3 Select vs HPOS S3 Select

Throughput in MB/sec

100X Better | ‘

HPOS CPU Utilization Percentage

CPU Utilization
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Latency in Seconds

77.32

pLY0), @ K133

Average watts/hr during test run

IILt

Server 1 Server 2 Sever3 Server 4

without Accl.  ® with Accl.
~6 Watts/hr (2%) of power saving using single Smart SSD
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High Performance Video Analytics — Solution Deployment

Storing Video-Frames While running iFrame extraction on stored video-frames

H|gh Performance Video NFS/Local Mounts Already ‘

hvaing encoded video files
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HPOS Stack
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iFrame Filtering and Decoding (future) accelerated in SmartSSD




Video Analytics Pipeline Comparison

Generic” pipeline HPVA? pipeline

MPEG video in storage MPEG video in storage

‘l'MPEG video in memory

iframes in storage

JPEG frames in memory VS Iframes decode (HPOS GET)

RGB iframes in memory

Tensor Conversion/Transformation

PyTorch Tensor in memory

RGB frames in memory

Tensor Conversion/Transformation

PyTorch Tensor in memory

Inference of Object Detection

lDetected Bounding Boxes

Inference of Object Detection

lDetected Bounding Boxes
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Smart
SSD IP*

HPOS Target

Al/ML application
(client machine)

* Used NFS for storage
# HPOS with SmartSSD as storage
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Drag Race - Generic vs HPVA

Generic Pipeline HPVA Pipeline
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ingExanples 1
PyTorch

pytorch_quant

Overall inferenc

50:19 PH

profiling resttt
Latency for preprocessing:
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Profiling Comparison Summary
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Video I0Os video file 936 KB ( SSD 11 iframes, ~20KB/frame (SSD drive to Decoder in Target) More performance gain for video files with lesser
to Target to Host) 11 decoded frames, ~220KB/decoded Frames (Target to number of iFrames
Host)
Avg CPU Utilization (preprocessing) ~29% ~2.8% Key TCO benefit with HPOS, as preprocessing

done in target (with SmartSSD) itself.

Avg CPU Utilization (overall inference) ~38% 33% Currently after preprocessing it’s the same
pipeline. So, not much difference.*

Latency (preprocessing) 2.42s 0.29s Latency benefit with HPOS, as preprocessing done
in target (with SmartSSD) itself

Latency (overall inference) 61.18s 1.2s After preprocessing it’s the same pipeline, but less
frames (only iFrames) to process for HPOS.
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Open Source — HPOS Foundation

Open Source https://github.com/OpenMPDK/DSS

* DSS - Disaggregate Storage Solution

Complete Ecosystem

* Al Benchmarking Framework supporting user preferred training and models
* Client Wrappers supporting Pytorch and Tensorflow

* Host and Target Stack

More CSD specific loadable modules & SDK coming up ...


https://github.com/OpenMPDK/DSS

Thank You

Mayank Saxena

Senior Director of Engineering
mayank.s4@samsung.com

Data Fabric Solutions,
Memory Solutions Lab, Samsung
WWW.Sa msungmsl.com

STORAGE DEVELOPER CONFERENCE

=SD¢e

13 | ©2022 Storage Networking Industry Association. All Rights Reserved.


mailto:mayank.s4@samsung.com
http://www.samsungmsl.com/

	Accelerating Near Real-time Analytics with High Performance Object Storage
	HPOS with Computational SSD Acceleration
	Efficient & Accelerated Analytics Solutions
	End-to-End S3 Select with HPOS
	Near data processing for S3_Select
	HPOS S3_Select Drag Race Demo
	TCO - AWS S3 Select vs HPOS S3 Select
	High Performance Video Analytics – Solution Deployment 
	Slide Number 9
	Drag Race – Generic vs HPVA
	Slide Number 11
	Open Source – HPOS Foundation
	Thank You��

