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Talk outline

1) Internet Transport
2) Current Challenges
3) QUIC

4) Status & discussion
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QUIC: a fast, secure, evolvable transport protocol for the Internet

= Fast better user experience than TCP/TLS for HTTP/2 and other content
= Secure always-encrypted end-to-end security, resist pervasive monitoring
= Evolvable prevent network from ossifying, deploy new QUIC versions quickly

= Transport support all TCP content & more (realtime media, etc.)
provide better abstractions, avoid known TCP issues

0+@®-=..
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tl:dr

* The web will move to QUIC first, and then everything else will
= This year!

= [f you do anything with HTTP, TCP or just networks,
QUIC should be on your radar now

Il NetApp



Internet transport
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The Internet hourglass

Classical version

= |Inspired by OSI “seven-layer” model
= Minus presentation (6) and session (5)

- Layer 7

= “|P on everything” o B

= All link tech looks the same (approx.)

- Layer 4

Dr. Vinton Cerf | W -

and InternetMCI |
Leading the Way toa '\ ¥

= Transport layer provides
communication abstractions to apps
= Unicast/multicast

Multiplexing

Streams/messages

Reliability (full/partial)

Flow/congestion control

- Layer 3

ethernet PPP..:

- Layer 2

L
Boardwatch Magazine, Aug. 1

copper fiber radio...

- Layer 1

R R RO

e e e

e

- - p— - >
. . e

Steve Deering. Watching the Waist of the Protocol Hourglass.
Keynote, IEEE ICNP 1998, Austin, TX, USA. http://www.ieee-

6 icnp.org/1998/Keynote.ppt " NetApp



The Internet hourglass

2015 version (ca.)

= The waist has split: IPv4 and IPv6 '
| Applications - Layer 7
= TCP is drowning out UDP
= HTTP and TLS are de facto part of \ HTTP / :
transport \ TLS / | Layer 4
= Consequence: web apps on IPv4/6 \ TCP /
ip4 - Layer 3
ip6 |
/ Link \ - Layer 1/2

Internet Computing, vol. 18, no. 5, pp. 60-64, Sept.-Oct. 2014.
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What happened?

* Transport slow to evolve (esp. TCP)
= Fundamentally difficult problem

= Network made assumptions about what
(TCP) traffic looked like & how it behaved

= Tried to “help” and "manage”
= TCP “accelerators” & firewalls, DPI, NAT, etc.

* The web happened
= Almost all content on HTTP(S)
= Easier/cheaper to develop for & deploy on
= Amplified by mobile & cloud
= Baked-in client/server assumption

8 © 2020 NetApp, Inc. All rights reserved.

Slow
transport
evolution

Middlebox
boom

Internet

ossification

Rise of
the web
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Example ossifications

*Send from/to anywhere anytime vs. enforced directionality & timeliness

Many protocols on top of IP vs. packets dropped unless TCP or UDP
*End-to-end addressing vs. network assumes it can rewrite addresses/ports
*Use IP options to signal vs. options not used (dropped) on WAN

*Bits have meaning only inside a layer vs. network can (should!) touch bits across a packet

‘Network is stateless vS. network assumes it can track entire connection

-Data has meaning to app only vs. network can rewrite or insert

- €F€E€EKELCECKC
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TCP challenges
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TCP is not aging well

0 15 16 31

= We’re hitting hard limits (e.g., TCP option space) Source Port | DestinationPor ¥
* 408 total (15 48 - 20) reotecment e
= Used: SACK-OK (2), timestamp (10), window Scale (3), MSS (4) > B2, | Reservea |BIE EE|Y1 Window Size
= Multipath needs 12, Fast-Open 6-18... J Checkstm p— Urgent Pointer -~
= Incredibly difficult to evolve, c.f. Multipath TCP 1 Data %
= New TCP must look like old TCP, otherwise it gets dropped By Ere at Norwegian Wikipedia (Own work) [Public domair,via Wikimedia

= TCP is already very complicated

= Slow upgrade cycles for new TCP stacks (kernel update required)
= Better with more frequent update cycles on consumer OS
= Still high-risk and invasive (reboot)

= TCP headers not encrypted or even authenticated — middleboxes can still meddle
= TCP-MD5 and TCP-AO in practice only used for (some) BGP sessions

11 1l NetApp



Middleboxes meddle

Example: TCP accelerators

)

TCP connection

(a) Conventional TCP Connection

' TCP connection , ‘ TCP connection >) (( TCP connection '

(b) Accelerated TCP Connection

Sameer Ladiwala, Ramaswamy Ramaswamy, and Tilman Wolf. Transparent TCP acceleration.
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SYN/ACK 1
Data 1

v ¥

(a) Conventional TCP Connection

Computer Communications, Volume 32, Issue 4, 2009, pages 691-702.
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(b) Accelerated TCP Connection
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Middleboxes meddle

Example: Nation states attacking end users or services

————————

TOP SECRET//COMINT//REL TO USA, AUS, CAN, GBR, NZL e _SAME TI:,,L s

QUANTUM INSERT: racing e
the.aerver

Banned content?
] Yes:
= Wait for client to initiate new connection ;‘.«“' INJECT RST j§ ey,
= Observe server-to-client TCP SYN/ACK % ROUTER b
= Shoot! (HTTP Payload)

= Hope to beat server-to-client HTTP Response

= i Target Traffic
The Challenge: Global Internet RSROUTED
= Can only win the race on some links/targets

Yes:
= For many links/targets: too slow to win the race! : 'NJECT ls /
ATTACK :

]
1 1
: Attack criteria :
i met? ;
[ 1
n 1
TOP SECRET//COMINT//REL TO USA, AUS, CAN, GBR, NZL  GREAT CANNON
QFIRE Pilot Lead. NSA/Technology Directorate. QFIRE pilot report. 2011. B. Marczak, N. Weaver, J. Dalek, R. Ensafi, D. Fifield, S. McKune, A. Rey, J. Scott-Railton, R. Deibert, and V. Paxson.

An Analysis of China’s “Great Cannon”. 5th USENIX FOCI Workshop, 2015.

13 © 2020 NetApp, Inc. All rights reserved. " NetApp



Pervasive monitoring is an attack
RFC 7528

= |[ETF (& wider) community consensus that pervasive
monitoring is an attack

= Agreement to mitigate pervasive monitoring
= What does “mitigate” mean?

= To many, "encrypt as much as possible”

Laura Poitras / Praxis Films. CC BY 3.0

14 © 2020 NetApp, Inc. All rights reserved. " NetApp
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How do you make the web faster?

QUIC - Redefining Internet Transport. J. lyengar. IETF-93 QUIC BoF presentation, 2015.

16

User-perceived latency

$BROWSER

HTTP/1.1

TLS 1.2

TCP

IP

Physical Network

google.com
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How do you make the web faster?

QUIC - Redefining Internet Transport. J. lyengar. IETF-93 QUIC BoF presentation, 2015.

$BROWSER
o HTTP/1.1
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5 TLS 1.2
o
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2 TCP
Q
o
2 P
@
"2
>
Physical Network
google.com
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Build a
carrier-grade
network
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Google CDN
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How do you make the web faster?

QUIC - Redefining Internet Transport. J. lyengar. IETF-93 QUIC BoF presentation, 2015.
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> HTTP/1.1
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Physical Network
google.com

18 © 2020 NetApp, Inc. All rights reserved.

Launch your
own browser

Update HTTP

Chrome

HTTP/2

v
A
Build a Google CDN
carrier-grade
network google.com
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How do you make the web faster?

QUIC - Redefining Internet Transport. J. lyengar. IETF-93 QUIC BoF presentation, 2015.
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QUIC: a fast, secure, evolvable transport protocol for the Internet

= Fast better user experience than TCP/TLS for HTTP/2 and other content
= Secure always-encrypted end-to-end security, resist pervasive monitoring
= Evolvable prevent network from ossifying, deploy new QUIC versions quickly

= Transport support all TCP content & more (realtime media, etc.)
provide better abstractions, avoid known TCP issues

0+@®-=..
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QUIC is not that new, actually

= Originates with Google, deployed between Google services and Chrome since 2014

= As of mid-2017, makes up 35% of Google egress traffic (~7% of total Internet traffic)
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A. Langley, A. Riddoch, A. Wilk, A. Vicente, C. Krasic, D. Zhang, F. Yang, F. Kouranov, |. Swett, J. lyengar, J. Bailey, J. Dorfman, J. Roskind, J. Kulik, P. Westin, R. Tenneti, R. Shade, R. Hamilton, V. Vasiliev,
W. Chang, and Z. Shi. 2017. The QUIC Transport Protocol: Design and Internet-Scale Deployment.. ACM SIGCOMM, 2017.
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QUIC in the stack

= |Integrated transport stack on top of UDP
= Replaces TCP and some part of HTTP; reuses TLS-1.3
= |nitial target application: HTTP/2

= Prediction: many others will follow

HTTP over QUIC

HTTP/2

TLS

Y
N

TCP

Y
J

IP

J. lyengar. QUIC Tutorial A New Internet Transport/ IETF-98 Tutorial, 2017.

22 © 2020 NetApp, Inc. All rights reserved. " NetApp



Why UDP?

= TCP hard to evolve
= Other protocols blocked by middleboxes (SCTP, etc.)

= UDP is all we have left

| AT BN e

= Not without problems! .,
= Many middleboxes ossified on “UDP is for DNS” e
= Enforce short binding timeouts, etc. {@ﬁ;?’
= Short-term issue with hardware NIC offloading ‘Tﬂ%ﬁ

[ | AISO, beneflts E' [2;;‘?“?5’%@% ]
= Can deploy in userspace (no kernel update needed)
= Can offer alternative transport types (partial reliability, etc.)

23 1l NetApp



Why congestion control?

= Functional CC is absolute requirement for operation over real networks
= UDP has no CC

= First approach: take what works for TCP, apply to QUIC

= Consequence: need

Segment/packet numbers
Acknowledgments (ACKs)
Round-trip time (RTT) estimators
etc.

= Not an area of large innovation at present
= This will change

24 © 2020 NetApp, Inc. All rights reserved.



Why transport-layer security (TLS)?

* End-to-end security is critical TLS1.2 TLS1.3
= To protect users 1RTT
= To prevent network ossification ’

_________

= TLS is very widely used
= Can leverage all community R&D e

= Can leverage the PKI

= Don’t want custom security — o\

too much to get wrong e e
= Even TLS keeps having issues PPy ?
= But TLS 1.3 removes a lot of cruft Images from Gioucre.

Session Ticket (PSK)
Key share

HTTP GET

= And benefit from new TLS features
= E.g., 0-RTT handshakes (inspired by gQUIC-crypto)

25 © 2020 NetApp, Inc. All rights reserved.
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Why HTTP?

= Because that’s where the impact is

0%

= Web industry incredibly interested in improved UE and security o

= Rapid update cycles for browsers, servers, CDNSs, etc.

= Can deploy and update QUIC quickly
= Many other app protocols will follow
I\

Aol.

Wisitors in the top ten percentill of site

i (G
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;—
I

5 e;adwemimmrepag sLllan
visitors in ten percenti
D 8GR = MILLISECDNDS
Bl 2 seshopzilla amazoncom
Sped up average page load time from 6 seconds ta 1.2 seponds.
Results: Increased revenus by 12% and page views by 25%. Irereased 'mnl?hg']?'zlurevu?r .
100 mafliseconds of improvemen
26

-30%
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-60%

O
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MILLISECONDS

Pages per visit fall-off by landing page speed

4 8 12 16 20
Landing Page Speed (seconds)

— TRAFFIC

YaHoO! 6

Increased traffic by 9% for every
400 milliseconds of improvement.

B Page Per
Visit
Fall-off
2010

B Page Per
Visit
Fall-off
2012

[l Fages Fer

<— Performance poverty line Visit

Fall-off

\_/ 20147

\

& strangeloop

mozilla

Made pages 2.2 seconds faster
Estimated result:

MILLION I&

mare Firefox downloads per year.
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QUIC

Selected aspects
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Minimal network-visible header

= WithQUIC,thenetworksees: 3123456789%123456789312345678931

Bk o SRR I S

= Packet type (partially obfuscated) 11]1]T TIX X X X|
. . D s b EE EE ol Sl e e e e e e et L et e et Rl e et L R R T e e e e
= QUIC version (only in long packet header) Version (32)
] . P = [ e P e P o F 0 o e o, o i o P ) i 0 ) e el o [ o o
= Destination CID DCID Len (8) |
oo poded e o pod e e ped e e po e e oo e e ok o] o e
- —+—+—+-+—+—+—+—+—+—+—+—+-+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—;:;

SCID Len (8) |
. B S et T e SR S T S T T S
= With TCP, also
= ACK numbers, ECN information

+
|
+
|
+
PaCket number (Obfuscated) _L Destination Connection ID (0..160)
|
+
| Source Connection ID (0..160)
+
= Timestamps 0 1 2 3

e e e b e m m b e m b e dmbm e e e b b m dm m b e b
) 01234567890123456789012345678901
= Windows & scale factors FSPraF
b= = e b o m e pm o e hm o e o e o e i o e = e o e = e =
| Destination Connection ID (0..160)
PP e TS
| Packet Number (8/16/24/32)
+
|
+

= Also, entire QUIC header is authenticated,
I.e., not modifiable

T S ek s T T e B e e ok o s b T SR TR S A S
Protected Payload (%)
R T s s ks ek S e e B B ol o s Tk Tk TS
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Version negotiation

(Currently under re-design)

= 32-bit version field
= |P: 8 bits, TCP: 0 bits

= Allows rapid deployment of new versions
= Plus, vendor-proprietary versions

= Very few protocol invariants
= Location and lengths of version and CIDs in LH
= Location and lengths of CID in SH (if present)
= Version negotiation server response
= Etc. (details under discussion)

= Everything else is version-dependent
= But must grease unused codepoints!

29
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1-RTT vs. O-RTT handshakes

= QUIC client can send 0-RTT data in first packets
= Using new TLS 1.3 feature

= Except for very first contact between client and server
= Requires 1-RTT handshake (same latency as TCP w/o TLS)

Huge latency win in many cases (faster than TCP)

= HTTPS: / messages
= QUIC 1-RTT or TCP: 5 messages
= QUIC O-RTT: 2 messages

Also helps with
= Tolerating NAT re-bindings
= Connection migration to different physical interface

But only for idempotent data

30 1l NetApp



Everything else is frames

. PADDING
= Inside the crypto payload, PING
QUIC carries a sequence of frames ACK

RESET_STREAM

= Encrypted = can change between versions STOP SENDING

| CRYPTO
= Frames can come in any order NEW_ TOKEN
STREAM
= Frames carry control data and payload data MAX_DATA

MAX_STREAM_DATA
MAX_STREAMS

DATA_ BLOCKED
STREAM_DATA_BLOCKED
STREAMS_BLOCKED
NEW_CONNECTION_ID
RETIRE_CONNECTION_ID
PATH_CHALLENGE
PATH_RESPONSE
CONNECTION_CLOSE
HANDSHAKE_DONE

Payload data is carried in STREAM frames

= Most other frames carry control data

Packet acknowledgment blocks in ACK frames

31 1l NetApp



Stream multiplexing

= A QUIC connection multiplexes potentially many streams
= Congestion control happens at the connection level
= Connections are also flow controlled

= Streams
= Carry units of application data
= Can be uni- or bidirectional
Can be opened by client or server
Are flow controlled
Currently, always reliably transmitted (partial reliability coming soon)

= Number of open streams is negotiated over time (as are stream windows)

= Stream prioritization is up to application

32 1l NetApp
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Current status & discussions
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QUIC and the IETF

= QUIC is being standardized in the IETF
= QUIC is already very different from Google QUIC

= Est. delivery date: Sep 2020

= 20+ known implementation efforts:

2D TUTl facebook

B Microsoft NGiNX Go g|€

" NetAo traffic'server“‘
()LITESPEED fdsl:ly @ '

34 © 2020 NetApp, Inc. All rights reserved.

QUIC

QUIC is an IETF Working Group that is chartered to deliver the next transport
protocol for the Internet.

See our contribution guidelines if you want to work with us.

Upcoming Meetings

We have scheduled an interim meeting in Zurich, on 5-6 February 2020. After that, will be
meeting at IETF 107 in Vancouver.

» https://quicwg.github.io/

= https://quicdev.slack.com
Il NetApp




Interop status

35
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Beyond QUIC v1

Applications |
(esp. realtime) Multipath

QUIC v2

Performance _
(CC, Satellite, etc.) Extensions
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Before | go...

Il NetApp



How to participate?

S QU004

E T F

S

QUIC !

= QUIC WG is open to all
= Use the mailing list
= Discuss issues/PRs on GitHub
= Participate in meetings

= |ETF is open to all

= 3x meetings/year, next:
= Vancouver, March
= Madrid, July
= Bangkok, November

* https:/Iquicwg.org/

il get you started
wilget you = Grants for academics:

= ACM/IRTF ANRW workshop
(travel grants, only students)

= |IRTF Chair discretionary fund
(need strong reason)

= You can talk to us first, too

= “Note Well” — disclose IPR

44

GitHub

= https://quicwg.org/ links
to a list of implementations

= Many are open source and
live on GitHub

= Contact maintainers and
start issues/PRs

1l NetApp
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to rate this session.

Your feedback matters to us.
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