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Agenda

 Introduction
 Architectural background

 Intel® Xeon® Scalable Processor Overview
 Intel® DDIO details

 Performance analysis
 Platform-level observability
 Intel® VTune™ Profiler: Input and Output analysis
 Methodology – Directions
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IO-intensive Apps Performance Bottlenecks

Domain Performance is 
limited by…

How to detect and 
address

I/O device 
bound … device capabilities Refer to datasheet

Core 
bound

… algorithmic or 
microarchitectural code 
issues

Core-centric analyses 
(hotspots, uarch 
exploration, threading, 
Intel® Processor Trace -
based, …)

Transfer 
bound

… non-optimal 
interactions between 
devices and CPU

Growing “uncore”-
centric analyses

This presentation focuses on the latter domain, which introduces most 
challenging issues weakly covered with easy-to-follow methodologies

CPU
NVMe
SSD core

https://software.intel.com/content/www/us/en/develop/documentation/vtune-help/top/analyze-performance/algorithm-group/basic-hotspots-analysis.html
https://software.intel.com/content/www/us/en/develop/documentation/vtune-cookbook/top/methodologies/top-down-microarchitecture-analysis-method.html
https://software.intel.com/content/www/us/en/develop/documentation/vtune-help/top/analyze-performance/parallelism-analysis-group/threading-analysis.html
https://software.intel.com/content/www/us/en/develop/documentation/vtune-help/top/analyze-performance/algorithm-group/anomaly-detection-analysis.html
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Architectural Background
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SoC compound
 Mesh that interconnects:
 Cores

= execution units + L1 cache + L2 cache

 Uncore units
 Slices of shared L3 cache (LLC/SF) with L3 

cache controller (CHA)
 Integrated memory controllers (IMC)
 Intel® Ultra Path Interconnect (UPI) 

controllers
 Integrated I/O (IIO) controllers

– interfaces to PCIe devices

Intel® Xeon® Scalable Processor Overview

Any interaction between PCIe device and system
is handled by IIO and other uncore units standing on IO path
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https://software.intel.com/content/www/us/en/develop/articles/intel-xeon-processor-scalable-family-technical-overview.html
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Integrated I/O Controllers (IIO)

Intel® Xeon® Scalable Processors (1st and 2nd gen) incorporate 5 IIO units:
 3 units covering 48 PCIe Gen3 lanes (x16 each)
 1 unit servicing DMI interface and CBDMA
 1 unit servicing MCP (multichip package) link 

IIO connects strictly ordered PCIe domain to the out-of-order mesh:
 Data is transferred in TLP payloads over PCIe and then translated by IIO 

into cache line (64B) requests.

IIO translates TLPs to cache line requests and vice versa. 
These activities might be induced by both CPU and PCIe devices.
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Inbound transactions
initiated by I/O device, target system memory
 Inbound read = I/O device reads the system memory
 Inbound write = I/O device writes the system memory

Outbound transactions
initiated by cores, target I/O device memory
 Outbound read = core reads the memory of I/O device
 Outbound write = core writes the memory of I/O device

IIO Transactions for Core/Device Communication

driven by
Intel® Direct Data I/O
hardware technology

typically done by
Memory-Mapped I/O
address space accesses

Though Intel® DDIO is transparent to SW,
there are pitfalls that may lead to suboptimal performance.

https://www.intel.com/content/www/us/en/io/data-direct-i-o-technology.html
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The inbound transactions are routed directly to the local L3 cache:
 Inbound reads are processed without L3 cache allocation
 Inbound writes require a related cache line to be allocated in the L3 and 

get processed in two phases:

Intel® Data Direct I/O (Intel® DDIO) Details [1/2]

Inbound requests for data lead to L3 cache lookup
resulting in L3 hit or miss scenarios.

Inbound Write Phase Details

1. Get cache line ownership for IIO Cache line location is tracked through L3 line, 
therefore L3 allocation is required.

2. IIO delivers modified data to the L3, releases 
ownership

This phase is done in different ways depending 
on chosen config:
a. Allocating – data goes to the LLC
b. Non-allocating – data goes to the DRAM

https://ci.spdk.io/download/2019-summit-prc/02_Presentation_24_VTune_Performance_Characterization_of_SPDK_Using_Intel_VTune_Amplifier_Roman.pdf
https://www.dpdk.org/wp-content/uploads/sites/35/2018/09/Roman-Sudarikov-DPDK_PRC_Summit_Sudarikov.pptx
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Following rules apply when platform processes inbound PCIe read and write:

Intel® Data Direct I/O (Intel® DDIO) Details [2/2]

“DDIO misses” should be avoided for best latency/throughput
and not wasting DRAM/UPI traffic and platform power 

Request L3 Lookup Implication

Inbound Read
Hit (good) The data is read from L3 and sent to the PCIe device

Miss (bad) The data is read from the local DRAM or from the remote 
socket's memory subsystem and sent to the PCIe device

Inbound Write

Hit (good) The cache line is overwritten with the new data

Miss (bad)

Some cache line is first evicted.  Then, in place of the evicted line, a 
new cache line is allocated. If the targeted cache line is used 
remotely, cross-socket accesses are required. Finally, the cache line 
is updated with the new data.

https://software.intel.com/content/www/us/en/develop/documentation/vtune-cookbook/top/methodologies/effective-utilization-of-intel-data-direct-i-o-technology.html
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 MMIO access is a primary mechanism for performing outbound PCIe
transactions

 MMIO access are quite expensive and should be limited:

Memory-Mapped I/O (MMIO) Accesses

Core Operation  → IIO Transaction Cost

MMIO Read Outbound PCIe Read
Most expensive I/O-related transaction from 
core perspective, since completion requires 
round trip to device.

MMIO Write Outbound PCIe Write Less costly transaction, but core still needs 
to get an acknowledge.

Avoid MMIO reads and use tricks to minimize MMIO writes
on the data path. 

https://www.snia.org/sites/default/files/SDC/2019/presentations/NVMe/Walker_Benjamin_10%20Million_IOps_From_a_Single_Thread.pdf
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Example: app reads from SSD
1. Core writes I/O command descriptor 

and starts polling completion queue 
element

2. Core notifies SSD that new descriptor
is available (Outbound PCIe Write)

3. Device reads descriptor to get buffer 
address (Inbound PCIe Read)

4. Device writes I/O data
(Inbound PCIe Write)

5. Device writes to the completion queue
(Inbound PCIe Write)

6. Core detects that completion is updated
7. Core moves completion queue tail 

pointer (Outbound PCIe Write)

IIO Flows Utilization in Storage Apps

CPUDRAM

SSD

core

LLC

Submission
Queue

Completion
Queue

Data Buffer

Submission
Queue Doorbell

PCIe

Completion
Queue DoorbellMapped to MMIO 

address space

1
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3 4 5

6

7
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Performance Analysis
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Platform-Level Observability

Thousands of uncore performance 
monitoring events incorporated in uncore 
Performance Monitoring Units (PMUs)
 IIO: inbound / outbound read / write 
bandwidth
 IRP: coherency-related IIO operations
 CHA: mesh and L3 cache controller
 IMC and M2M: memory bandwidth, 
memory directory access
 UPI: cross-socket bandwidth

Using raw events for performance analysis requires
deep knowledge of hardware and appears a challenging task

https://www.intel.com/content/www/us/en/processors/xeon/scalable/xeon-scalable-uncore-performance-monitoring-manual.html
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Intel® VTune™ Profiler: Input and Output Analysis

Full Inbound (DDIO) and 
Outbound (MMIO) traffic

DDIO hit/miss ratios

Sources of MMIO accesses

Need per device view?
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DDIO and MMIO
metrics per end 
devices

Execution path 
leading to MMIO 
accesses
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Methodology – Directions

IOps is lower 
than expected Measure Inbound / Outbound PCIe Traffic

Check with datasheet: are device limits met?

Estimate Outbound PCIe 
traffic consumption per IO

yes consider
device
upgrade

Are there any DDIO misses?

Multi-socket system?
Check topology for 

localization

Excessive MMIO accesses?Is PCIe PHY a bottleneck?

Consider L3 cache 
management techniques:
prefetching, Intel CAT

Make sure there are no 
MMIO reads on the hot path

Estimate PCIe overhead, 
check if full BW + overhead 
fit into interface capabilities

Po
ss

ib
le

 s
ol

ut
io

n

1. Consider Max Payload Size and 
Max Read Request adjustments

2. Check if SSD coalesces requests

Limit MMIO writes

https://github.com/intel/intel-cmt-cat
https://www.snia.org/sites/default/files/SDC/2019/presentations/NVMe/Walker_Benjamin_10%20Million_IOps_From_a_Single_Thread.pdf
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Estimate PCIe Bandwidth Consumption
Example: app reads from SSD
1. Core writes I/O command descriptor 

and starts polling completion queue 
element

2. Core notifies SSD that new descriptor
is available (Outbound PCIe Write)

3. Device reads descriptor to get buffer 
address (Inbound PCIe Read)

4. Device writes I/O data
(Inbound PCIe Write)

5. Device writes to the completion queue
(Inbound PCIe Write)

6. Core detects that completion is updated
7. Core moves completion queue tail 

pointer (Outbound PCIe Write)

Where to take Read Rate from?

Outbound PCIe Write MB/sec = 
(SQ_doorbell_sz [B] +
CQ_doorbell_sz [B]) * Read_Rate [M/sec]

Outbound Bytes per IO =
Outbound PCIe Write [MB/sec] / Read_Rate [M/sec]

SPDK-based app?
VTune profiling is integrated to SPDK

Other cases –
enhance the analysis with your own collector

https://software.intel.com/content/www/us/en/develop/documentation/vtune-help/top/analyze-performance/control-data-collection/external-data-import/using-a-custom-collector.html
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Customize Input and Output analysis by adding more uncore 
performance monitoring events that indicate:
 Snoop requests to IO and core/IO contentions
 Coherent operations issued by IIO to track full/partial write 

requests and allocating/non-allocating writes
 Intel® VT-d utilization
Follow this link to find a detailed view on analyzing raw events. 

Advanced Analysis

https://software.intel.com/content/www/us/en/develop/documentation/vtune-help/top/analyze-performance/custom-analysis.html?language=en
https://ci.spdk.io/download/2019-summit-prc/02_Presentation_24_VTune_Performance_Characterization_of_SPDK_Using_Intel_VTune_Amplifier_Roman.pdf
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 What Every Programmer Should Know About Memory by Ulrich Drepper
of Red Hat, Inc.

 Intel® Xeon® Processor Scalable Family Technical Overview
 Intel® Xeon® Processor Scalable Family Uncore Reference Manual
 Utilizing the Intel® Xeon® Processor Scalable Family IIO Performance 

Monitoring Events
 Benchmarking and Analysis of Software Data Planes
 Effective Utilization of Intel® Data Direct I/O Technology
 Intel® VTune™ Profiler Performance Analysis Cookbook
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