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Data Center SSD Growth Trends

40x!

2030

We are at an inflection point, new solutions are needed to scale
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The Data-Compute Bottleneck (2 PLIORS

NVMe SSDs

Performance

This Doesn’t Scale! X

2010 2020
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Challenges With Broad SSD Adoption fof PLIORS

Server Architectures Amplified Data System Reliability
Not Balanced Compromised
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Yesterday’s Today’s

COMPUTE CENTRIC DATA CENTRIC

Edge

NETWORK
CPU i[; CPU

Traffic Control

Traffic Control

GPU
Applications i
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Pliops Extreme Data Processor
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3-15X

DFP* 2x > RAID O

Up to 6x more

Lowest cost QLC, TLC

for any workload

*Drive Failure Protection
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XDP Architecture

Drive Fail

Encryption « Protection

Per Volume AES-256 No performance
cost
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KV Storage Engine
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Compression
HW offloaded
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System Integration Overview = emees
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Breakthrough Value Across Workloads

Increased Application Scaling

25x

N
(@]
x

15x

10x

Multiple benefit over software
)

X

MariaDB MongoDB

RocksDB  QLC Block Redis MySQL
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TCO Savings over software only
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Significant TCO Savings
75%
50%

25%

0%

MariaDB MongoDB

RocksDB

QLC Block Redis MySQL
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Data Amplification in Flash Based Applications Ve

RDBMS — B+ Tree NoSQL / SDS & Al Metadata (LSM) -th Pliops XDP
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Guaranteed 1 NAND Access per Read
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Pliops Drive Failure Protecton = &%=

— I /©>\
;-
XD
Full uptime w/ i Accelerated Rapid Recovery -
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New, Cloud-Optimized Architecture
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88 General / Compare performance between SWand XDP ¢ o8 Wt B & O Last20 minutes v

bucket | test v Sampiing | 10s v = Serverwith XOP  [ab4017 v Server with SW | 1ab4016 v XDP from Server 1 pliops-bd ~ Raid from Server with SW ~ md126 v Raid from Server with XDP  dm-0 v user write size [KB] 16

Compression factor 3 count of disk for XDP  § count of data disk for XOP = 3 count of disk for SW 4 Total logical capacity of XDP [GiB]  12185.02612

user 0 size [GiB] = 7150 Total logical capacity of SW [GiB] = 7153.480469 NVME for PSP /dev/nvmeOn1 + /dev/nvme1n1 + /dev/nvme3n1 + /dev/nvme4n1 + /dev.. ~

NVME for SW  /dev/nvme5n1 + /dev/nvme6bn1 + /dev/nvme7n1 + /dev/nvmesn1 v

v Compare total BW between lab4017 with XDP and |ab4016 with SW

Total XDP vs. MD Bandwidth (write) - the higher the better

3736i8/s T max avg cument v
== Throughput XDP 3.34GiB/s 1.00GiB/s 293GiB/s
279GiB/s T ‘ == Throughput SW  805MiB/s 254 MiB/s 794 MiB/s
1.86GiB/s 1
954 MiB/s
08/s ‘
1752 1753 1754 17:55 17:56 17:57 17:58 17:59 18:00 1801 1802 1803 1804 1805 1806 1807
Total XDP vs. MD Bandwidth (read) - the higher the better
18.66GiB/s | max avg  cument v
== Throughput XDP 18.2GiB/s 3.70GiB/s 293 GiB/s
14.0GiB/s i : / == ThroughputSW 891GiB/s 187GiB/s 792MiB/s
9.31GiB/s :
4.66GiB/s +
|
0B/s

17:52 17583 17:54 17:55 17:56 17:87 17:58 1799 18:00 18:01 18:02 18:.03 18:04 1805 18.06 1807
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General / Compare performance between SWand XDP & <

v XDP Raid Info

Total devices

S

Virtual hot capacity (VHC)

v Compare total BW between XDP and SW

3.26 GiB/s

279 Gia/s

233 GiB/s

1.86 GiB/s

1.40 Gig/s

954 MiB/s

477 MiB/s

0B/s

7.45GiB/s

5.59 ciB/s

3.73 GiB/s

1.86 GiB/s

0B/s

Ty

Failed devices

Total XDP vs. SW Bandwidth (write) - the higher the better

h
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max avg cument v
== Throughput XDP 278GiB/s 1900GiB/s 2.37GiB/s

I’/\L == Throughput SW 703 MiB/s 627 MiB/s 697 MiB/s

\ A A, M/““M
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\‘“\w L et MDY ““n\m“"""””"‘-.ﬂ’”’
\ P v
2x RAID O with DFP
1700 1710 1720 1730 1740 1750 1800 1810 1820 1830 1840 1850
Total XDP vs. SW Bandwidth (read) - the higher the better
\ T \ /‘f\‘/\—\
\'“"“\Nx,,.w..-,..w,.w/"n/v-(“ ,,—,r(‘.'/ -V'ul‘-"rl\l—\'ﬁlx’lhlml"’—r‘ﬁ' ) "‘\/‘\-‘\'\ wf"""ﬁ'\k
2x RAID 0 with DFP
1700 1730 1720 1730 1740 1750 1800 =0 1520 1830 1840 1850
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max avg cument v
== Throughput XDP 6.50GIB/s 444GiB/s 554GiB/s
== ThroughputSW 160GIB/s 143GiB/s 1.59GB/s
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& General / Compare performance between SWand XDP v¢ <3 & | O Last20 minutes -

Compression factor 3 countof diskfor XDP 5 count of data disk for XDP 3 count of disk forSW | 4 Total logical capacity of XDP [GiB] | 12185.02612
user 10 size [GiB] 7150 Total logical capacity of SW [GiB] = 7153.480469 NVME for PSP /dev/nvmeOn1 + /dev/nvme1n1 + /dev/nvme3n1 + /dev/nvme4n1 + /dev.. v

NVMEforSW  /dev/nvme5n1 + /dev/nvme6n1 + /dev/nvme7n1 + /dev/nvme8n1 v

XDP+SSD VS. SW+SSD WA - the lower the better

550 —— —— i— s ————f———y max  avg cument v
== real WA of SW 517 3.02 0
5 - \ - - - - - - - - == real WAOfXDP 101 0444 (1]
450 _\
‘ l
350
. I i | |
100% Writes I\/Jixed Reads/Writes
250 ! ! !
2 = === e —" — S T
1.50 “
1 l N
.AAM/\A[\_AJW\.AAJVV\/\«\/"‘WV\/V\/\NVW\/]
0.500
g 1758 1759 18:00 1801 1802 1803 1804 1805 1806 1807 1808 1809 1810 1|sn 1812 1813 1814 1815 1816 1817
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Cloud Deployments e

1. Disaggregating Infrastructure 2. Empowering the Application Server
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Cloud Deployments

3. High Performance Computing
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4. DB Backup Offloading
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Database &
Big Data
Applications

Compressed
Backup
Offloaded
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Public Cloud Prowder Pliops Impact

Server Cluster
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Compute Servers
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+ Capacity Expansion by 43%)!
» Zero downtime!

* Reduce cost by 36%!

More reliable and easier orchestration of applications and workloads
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Top SaaS Provider ROI with Pliops

Current Software Based Solution Pliops Accelerated Solution Capex Benefit
$60,000

E 1 ‘ﬂ " Pl:iOl‘:)S h $50,000

B ExTREME DATA PROCESSOR
y ] y ] L L v ]

$57,095

15TB x 2 SSDs — g+ | m—
$40,000
E E $30,000
T $28,824
15TB x 2 SSDs 7.68TB x 8 SSDs
$20,000

= TLL
E g $10,000
15TB x 2 SSDs

$0
15 User Instances 20 User Instances CUSTOMER PLIOPS
41TB Usable, RAID O 66TB Usable with o
600 Server Failures/Year XDP Drive Fail Protection 5_0 % lower cost, 600 fewer server
Zero Server Failures/Year failures, 33% more users, 66% more

usable capacity
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Redis / IMDB TCO Advantage

Current DRAM-Based Solution Pliops Optimized Solution Capex Benefit
$120,000
Server 1 o b 2 2 2
e — $80,000

E 0000 E e

Server 2
Y $40,000 78%
: 1.92TB x 4 SSDs reduction
====ouo __
000 e e
S
Server 10 $-
Current Solution Pliops Optimized Solution
10 Redis DRAM Based Instances 1 Redis on Flash Pliops Dep[oy In-Mmem ory perform ance
6TB DRAM based Storage Enabled Instance,
920K IOPS, 1.01ms 99.99% Latency 6TB Pliops + SSD based Storage for much l'arger data sets
910 KIOPS, 1.1ims 99.99% Latency at very low cost
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Summary e

The era of storage hardware accelerators is here

Integration iIs seamless
Drive failure protection for NVMe SSDs is a game-changer

QLC & ZNS SSDs are now equal or better than TLC

COMMERCIALLY
AVAILABLE
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